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A B S T R A C T   

Hydraulic fracture is one of the promising techniques for the breakage of rock without blasting, thus the 
investigation of its internal mechanism is helpful to develop forecasting system for ground pressure. In this study, 
molecular dynamics (MD) method was used to describe the effect of graphene nanosheets (GNS) (with different 
edges) on the hydraulic fracturing process. More specifically, in the MD box, we simulated the effects of GNS on 
rock substrates, the mixtures of H2O and sand, and sands that deviate from the specified atomic substrates. 
Therefore, we calculated the parameters, such as temperature, total energy and mutual forces of atomic struc
tures. In these simulations, mixture fluid is simulated by sand particles and water molecules with the Universal 
Force Field (UFF). Physically, adding GNS to mixture fluid caused a decrease in the number of trapped sand 
particles in the fracture of rock matrix. The sand particles removed from rock matrix fracture. This atomic 
phenomenon optimized the hydraulic fracturing process and reduced operating costs. Numerically, in our sim
ulations, the atomic structures’ temperature and potential energy converged to 300 K, and − 479 eV (respec
tively). Furthermore, trapped sand particles in MD simulations decreased to 14 particles using GNS. Our results 
show that the trapped sand particles reached their minimum rate (14 particles) by 2.5% atomic ratio of GNS 
inserting into the initial atomic mixture fluid. This atomic behavior results from the energy of the interactions 
between sand particles, and rock substrate. The interaction energy between the sand particles and the substrate 
reduced to a –32.38 eV by adding GNS to original H2O-sand mixture. This atomic evolution caused the volume of 
trapped sand particles reached to minimum value in the presence of GNS with optimum atomic ratio.   

1. Introduction 

The hydraulic fracturing process is a drilling technique used to 
extract natural gas or oil from deep underground (see Fig. 1). However, 
it is an economical and safe source of clean energy; critics claim that the 
hydraulic fracturing process can pollute air, and trigger earthquakes [1]. 
The hydraulic fracturing procedure started in recent decades, and the 
first useful usage was in 1950. Numerically, 2.5 million professions were 
created in the oil industry in the world, and only about 1.000.000 of 

these jobs in the USA were formed [2,3]. This process is essential to gain 
enough flow rates in tight gas, shale gas, coal seam gas wells, and tight 
oil [4,5]. Sometimes hydraulic fractures create in dykes or certain veins 
[6]. America became a leading crude oil exporter through hydraulic 
fracturing in recent years [7], but methane, a greenhouse gas, increased 
during this procedure [8]. Increasing fossil fuels produced from the 
decade led to a lower cost of consumption for humans [9,10]. Practi
cally, we can decrease the environmental population of this procedure 
(by reducing oil extraction volume). 
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Fig. 1. A Schemaice of the hydraulic fracturing procedure.  

Fig. 2. Schematic of rock substrate with a fracture at a) Perspective and b) front views.  

W. Zhu et al.                                                                                                                                                                                                                                     



Journal of Molecular Liquids 387 (2023) 122585

3

Fig. 3. Schematic of rock substrate and H2O-sand mixture is depicted by OVITO software at a) Front, b) Top, and c) Perspective views.  
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The hydraulic fracturing process has many adverse environmental 
effects on the environment and human society [11,12]. Wigwe et al. 
[13] studied the effect of fraction densities, injection rates, fluid vis
cosities. Jahandideh et al. [14] and Cao et al. [15] investigated the 
optimization of the hydraulic fracturing design that affected economic 
problems. Nanotechnology is one of the choices to affect optimizing the 
hydraulic fracturing method. In other words, nanotechnology is engi
neering and science, technology managed at the nanoscale, which was 
about 1 to 100 nm and we used nanostructures, such as graphene, car
bon nanotube, etc., in different area [16–18]. Finally, environmental 
population declined as a result of this process (by decreasing the rate of 
oil extraction). GNS is one of the most promising nanotechnology 
structures. This atomic structure is an allotrope of carbon in a single 
layer of atoms [19]. Recently, this nanometric structure was used in the 

petroleum industry for optimizing various industrial aims. Sepehri et al. 
[20] showed the graphene nanostructure could be used as remarkable 
material for revolution in the petroleum industry. This research showed 
the appropriate graphene function in drilling, desalination, cementing, 
and cleaning oil spills. Neuberger et al.[21] presented the properties of 
graphene as promising features for the oil and gas industry applications. 

Further, Yang et al. [22] reported the preparation process of mag
netic graphene foam loaded with Fe3O4 nanoparticles, and showed that 
it was an excellent performance for the adsorption of organic solvents 
and oil. This computational research used the MD method to study the 
effect of GNS on hydraulic fracturing procedures. The MD method is a 
significant simulation that describes atomic behavior [23–28]. In our 
study, the GNS’ affected on the hydraulic fracturing procedure with the 
MD method are studied first. Technically, for this purpose, we consider 
the effect of GNS edge, and atomic ratio on hydraulic fracturing pro
cedure by reporting parameters like a mutual force between sand and 
rock particles, and the number of trapped sand particles in the rock 
matrix. In previous studies, hydraulic fracturing improvement in the 
presence of graphene nanostructures didn’t report. So, we expected our 
results to be useful to optimize the natural hydraulic fracturing process 
and reducing extraction costs by increasing the efficiency of this pro
cedure in the petroleum industry. 

2. Computational method 

The equilibrium MD simulation used in this computational study 
started at a temperature of 300 K. Technically, all simulations in our 
experiments used Large Scale Atomic Molecular Massively Simulator 
(LAMMPS) [29–32]. In defined models, the rock matrix was represented 
by atoms of O, Si, Al, Fe, Ca, Na, P, and Mg that were fixed in the MD 
box’s lower area. But, for decreasing computational complexity, the 
sand particles were simulated using the coarse-grain technique, and this 
part of our MD simulation was considered sphere particles. Two rect
angular gaps were created in the rock matrix to simulate atomic fracture 
in the rock matrix, as depicted in Fig. 2. Exactly, in the coarse-graining 
process of sand structure, each particle is represented as Si and O atoms. 
In these simulations, Δt = 1 was as the MD time step. 

H2O molecules and atomic sand structures filled the upper and 
middle sections of the simulation box. Fig. 3 shows the simulation box 

Table 1 
The εij and σij for Lennard-Jones interaction in this MD study [35].  

Atom εij (kcal/mol) σij (Å) 

O  0.060  3.500 
Si  0.402  4.295 
Al  0.505  4.499 
Fe  0.013  2.912 
Ca  0.238  3.399 
Na  0.030  2.983 
P  0.305  4.147 
Mg  0.111  3.021  

Table 2 
MD simulation details in current computational research.  

Computational Parameter Simulation Settings 

Computational Box Length 100 × 50 × 75 Å3 

Boundary Condition Periodic Boundary Condition 
Simulation Algorithms NVT/NVE 
Initial Temperature 300 K 
Time Step 1 fs 
Damping Ratio for Temperature 0.01 
Total Simulation Time 5 ns  

Fig. 4. Temperature changes of atomic structures without/with GNS in terms of MD simulation time.  
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top, front, and perspective view [33]. Technically, the initial atomic 
structure generated by the Packmol software is shown in Fig. 3 [34]. 
Numerically, in the simulated structure, the NVT ensemble was imple
mented at 300 K in this ensemble, and the temperature damping factor 
of the structure was set to 0.01 [26]. The simulated structure was 
equilibrated after 2.5 ns at the initial temperature. NVT ensemble was 
then converted to an NVE ensemble hydraulic burst process simulation. 

The atomic force field is an important factor in MD simulations. 
Using a coarse-grained model, a UFF was used in this computational 
study to simulate rock matrices and sand particle [35]. The Lennard- 
Jones (LJ) equation was computationally used to describe the poten
tial energy of atomic structures in this force field. Interactions among 
atomic structures are loosely represented by the LJ equation. This 
equation was mentioned by John Lennard-Jones and stated as below 
[36]: 

ULJ = 4εij

[(σij

r

)12
−
(σij

r

)6
]

(1)  

where, σij is the distance, εij is the depth of potential well, rij is the 
distance between two atoms. Table 1 shows the energy and length scale 
parameters for various atoms [35]. 

Bond strength and bond angular curvature factors are included in 
bonded interactions in the MD simulation. A simple harmonic oscillation 
form is used to estimate the bond strength and angular extension in the 
UFF. SPC model, which includes three atomic sites for electrostatic in
teractions and positive charges on H atoms, was used to describe H2O 
molecules [37,38]. Furthermore, the Tersoff potential was applied to 
characterize graphene nanoparticles [39,40]. In this force field, the 
possible energies for the distribution of atoms are described by the 
distance component of atomic interactions. Tersoff potential is 
expressed by Eqs. (2) and (3): 

E =
1
2
∑

i

∑

i∕=j

Uij (2)  

Uij = fC
(
rij
)[

aijfR
(
rij
)
+ bijfA

(
rij
) ]

(3)  

where, fA(rij) it includes three-body interactions and fR(rij) is a two-body 
term. After identifying the proper force field to atomic structures, MD 
simulations were done. To calculate the displacement of atoms, New
ton’s second law represent as follows, 

Fi =
∑

i∕=j

Fij = mi
d2ri

dt2 = mi
dvi

dt
(4) 

From this equation and defining atomic force-field in our simulation, 
the velocity and position of various atoms in the MD simulation box 
were calculated using various integration processes, such as velocity- 
Verlet algorithm [41,42]. This computational procedure described the 
atomic evolution of simulated structures, and showed the final state in 
the defined time. MD simulations were performed in two main phases. 
Firstly, GNS and rock matrix with H2O/sand fluid were simulated at T =
300 K for 2.5 ns. The simulation box size was 100 × 50 × 75 Å3. In this 
equilibration process, we used an NVT ensemble with 1 fs time step 
[43,44]. In the initial phase, the simulation process was verified by 
measuring the temperature and total energy of the simulated structures, 
and the time evolution of the atomic matrix and H2O/sand fluid was 
then performed for 2.5 ns. In this step, the parameters like the number of 
sand particles and mutual atomic force trapped in rock matrix fracture 
were recorded. MD simulations details for described two phases re
ported in Table 2. 

3. Results and discussion 

3.1. Equilibration procedure of atomic structures 

The equilibrium process is a crucial step in MD simulations that 
demonstrates the atomic stability of structures under certain circum
stances. The atomic structure of rock matrix, and mixed fluid equili
brated at T = 300 K in the first stage. Temperature changes of atomic 
structures is shown in Fig. 4. Moreover, Fig. 5 shows the total energy of 

Fig. 5. Potential energy changes without/with GNS in terms of MD simulation time.  
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Fig. 6. Time evolution of sand removing from rock matrix after a) 0, b) 1 ns, c) 2.5 ns.  
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structures based on simulation time. Based on this figure, we conclude 
the kinetic and potential energies of structures converged after 2.5 ns, 
and reached –333 eV. Theoretically, total energy directly related to 
potential energy and a reciprocal relationship with the atomic distance 

of structures. So, atomic distance increasing caused the potential energy, 
and total energy decreased. Finally, by decreasing these two energies, 
the simulated structure’s stability decreased. 

Additionally, adding GNS to initial mixture fluid enhanced the 
atomic stability of these structures. The total energy of these atomic 
structures converged from –333 eV to − 447 eV and − 479 eV, respec
tively, when zig-zag and armchair GNS were added to initial mixture 
fluid. These calculations show the physical convergence in the atomic 
evolution of simulated structures. Computationally, these numerical 
convergences arise from proper selecting of interatomic force-field and 
atomic arrangement in the simulated samples. In other words, the 
atomic arrangement of target samples adopted with defined force-field 
by MD time passing. So, physical stability of structures can be 

Fig. 7. Mutual force changes of rock matrix and sand particle mutual force without/with GNS in terms of simulation time.  

Table 3 
Mutual force difference of rock matrix and sand particle without/ 
with graphene nanosheets after 2.5 ns.  

Atomic Sample Mutual Force (eV/Å) 

Without GNS − 13 
With armchair GNS − 6 
With zig-zag GNS − 8  

Fig. 8. Number of trapped sand particles in rock matrix without/with GNS in terms of simulation time.  
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detected at standard condition. So, this process (temperature/potential 
energy convergence) validated our simulation method as reported in 
previous studies [45,46]. 

3.2. Dynamical evolution in simulated structures 

NVT ensemble converted to NVE one for 2.5 ns after the process of 
equilibration. Fig. 6 depicts the time evolution of atomic structures in 
this ensemble. The mutual force among these atomic structures reduced 
from − 31 to − 13 eV/ Å, as seen in Fig. 7. The non-zero rate of mutual 
force rate showed the sand particle and rock matrix atomic distance was 
less, so we conclude these structures interacted with each other. The 
rock matrix attracted and trapped sand nanoparticles. These atomic 
phenomena had a disrupting effect in the petroleum industry and should 
be omitted. Numerically, based on Table 3, the mutual force decreased 
from − 13 to − 8, and − 6 eV/Å by adding zig-zag and armchair GNS. 
Furthermore, Fig. 6 showed by simulation time passing, the mutual force 
between matrix and sand particles decreasing in presence of nano
structures and energy barriers ratio enlarging. This time evolution pre
dicted lesser number of sand particles diffused to atomic surface. 

The number of trapped sand particles in rock matrix fracture was 
proportional to its stability. This computer study showed a reduction in 
trapped sand particles (Figs 8 and 9). After 2.5 ns, the number of trapped 
sand particle numerically decreased to 33. Based on Table 4, adding 
zigzag and armrest GNS to initial mixture increased the atomic fraction 
deviation to 74 and 63, respectively. 

Then, we describe this atomic method. In this section, armchair GNS 
with an atomic ratio of 10%, 5%, 2.5% and 1% were introduced into the 
H2O/sand mixture, and the number of sand particle trapped in the atom 

matrix reported deaths (Fig. 10). Based on Fig. 11 and Table 5, the 2.5% 
GNS were able to detect the smallest amount of sand particles trapped in 
the original mixed liquid. Using GNS, the number of sand particles 
trapped in the rock matrix reaches 20, 14, 18, and 19, respectively. 

This step reported the distance between the simulated matrix’s 
center of Mass (COM) and H2O/sand fluid. In these calculations, COM 
parameter showed the separation of atomic fluid from the initial matrix. 
MD simulations showed after 2.5 ns, the fluid and matrix COM varied 
from 3.57 Å to 10.24 Å (as depicted in Fig. 12). This atomic evolution 
indicated sand particles departed from the pristine matrix. Computa
tionally, 10.24 Å was the lesser cut-off radius in this simulations. This 
subject shows the negligible interaction between sand particles and 
atomic matrix as reported in the previous calculation (mutual force 
calculation). 

Furthermore, sand particle volume calculation in the vicinity of 
atomic matrix showed GNS’s effect on the sand departing process. As 
reported in Table 6, this physical parameter varied from 5321 to 278 Å3 

by time evolution from t = 0 to 2.5 ns. Physically, decreasing sand 
volume in the vicinity of the atomic matrix showed the improvement of 
fracturing process in the MD box. The stated atomic behavior detected 
for GNS adding procedure by equal or lesser than 10% atomic ratio. By 
GNS adding with larger ratio, the uniform distribution of nanoparticles 
was impossible, and fracturing process efficiency decreased. So, we can 
conclude the GNS adding by 10% value (optimized value), the fracturing 
process reached maximum efficiency. But, using more GNS (more than 
10% ratio), the aggregation phenomenon detected in the MD box and 
departing sand particles from the atomic matrix were disrupted. 
Furthermore, GNS are very expensive, for overcome to this problem and 
reduce the operation cost of our proposed case, graphene-coated sur
faces can be implemented at the common surfaces between rock struc
ture and H2O-sand mixture. Furthermore, this proposed solution can 
prevent from aggregation process occur in GNS. 

The diffusion coefficient is another important parameter that can 
describe the GNS effects on the efficiency of the hydraulic fracturing 
process. To calculate this parameter for H2O-sand system, the diffusion 
of various atoms in all directions was supposed. Computationally, the 
diffusion coefficient, of atomic structures can be measured by the sys
tem’s slop of mean-squared displacement (MSD). MSD parameter rep
resents with below equation [38]: 

Fig. 9. Number of trapped sand particles in the rock matrix after 2.5 ns in the presence of armchair GNS.  

Table 4 
The number of trapped sand particles in the rock matrix without/with GNS 
after 2.5 ns.  

Atomic Sample Number of Trapped Particles 

Without GNS 33 
With armchair GNS 20 
With zig-zag GNS 25  
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MSD = 〈|r(t) − r0 | 〉
2 (5) 

Where, r(t) is the position of each atom at time t and r0 is the initial 
position in the simulated structure. Computationally, the slope of MSD 
versus time was proportional to the diffusion coefficient. Table 7 shows 
the diffusion coefficient change of simulated H2O-sand system in MD 
simulation box as a function of GNS ratio. Numerically, by GNS ratio 
reached to 10%, the diffusion coefficient of simulated structures 
converged to 45.52 × 10-8cm2.s− 1 value. These results indicated the 
nanosheets cause more H2O molecules to diffuse among sand particles. 
This atomic evolution occurred, more sand particles can be displaced 
with H2O molecules in the hydraulic fracturing process. 

The final section of this computational work calculated the interac
tion energy between rock substrate and H2O-sand mixture. The simple/ 
angular term of interaction energy listed in Table 8. The results show 
that the interaction energy between substrate and mixture converged to 
lesser values by armchair GNS inserting into the pristine mixture. This 
behavior resulted from the components’ growing atomic distances, 
which increased the process’s efficiency. Numerically, GNS inserting 
into H2O-sand mixture caused interaction energy to converge to –32.38 
eV for atomic systems at T = 300 K. Physically, this atomic evolution 
corresponded to increasing atomic displacement amplitude. The radial 
distribution function, or g(r), in a system of particles (atoms and mole
cules) in statistical mechanics showed how density changes in relation to 
distance from a reference particle. The position of maximum specified 

particle distribution for this parameter within the computational box 
and the g(r) ratio. The highest g(r) and location of this parameter for 
numerous modeled samples were given in Table 9. MD results predicted 
by GNS ratio settings to 2.5%, the g(r) value decreased and moved to 
larger distances. Numerically, maximum value of g(r) parameter 
converged to 10.18 and position of this parameter fixed at 4.84 Å. By 
this atomic arrangement changes, the density of trapped sand particles 
changed as a function of GNS ratio. MD results predicted the density of 
trapped sand particles changed from 0.361 atom/Å3 to 0.214 atom/Å3 in 
the presence of GNS with various atomic ratio (see Table 9). These 
outputs predicted lesser sand particles trapped in pristine matrix and 
hydraulic fracturing process was effectively done. 

4. Conclusion 

This computational work studied the atomic interaction between 
H2O/sand mixture fluid and rock matrix without/with graphene nano
particles via MD simulations. Technically, Tersoff and UFF potential 
were used to mixture fluid/rock matrix and nanoparticle structures, 
respectively. In practical applications in the oil industry, increasing 
hydraulic fracturing process efficiency can significantly reduce pro
duction costs. To this end, we tried to come up with a practical solution 
by examining the effects of GNS during hydraulic fracturing. The 
effectiveness of hydraulic fracturing was enhanced in our suggested 
method by increasing the number of sand particles that were removed 

Fig. 10. H2O/sand mixture fluid with: a) 1, b) 2.5, c) 5, and d) 10% GNS.  
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Fig. 11. The number of trapped sand particles in the rock matrix in terms of simulation time.  

Fig. 10. (continued). 
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from the rock surface. Our computational findings demonstrated that 
GNS had a proper effect on the hydraulic fracturing process. So, our 
results from the MD simulation method are as following:  

• The total energy converged to − 479 and –333 eV after 2.5 ns without 
and with GNS.  

• The mutual force between mixture fluid and rock matrix increases by 
GNS adding to initial fluid. The explained mutual force in these 
structures extended to numerically − 6 and − 13 eV/Å with and 
without GNS.  

• The trapped sand particles in rock matrix fracture were decreased by 
GNS, inserting into the initial mixture fluid. The number of trapped 
particles decreased to 20 with 1% GNS ratio inserting into the MD 
simulation package.  

• The diffusion coefficient of H2O-sand mixture increases by GNS 
adding to MD box. Numerically, by 10% GNS ratio adding to the 
pristine mixture, diffusion coefficient in simulated structures 
reached 45.52 × 10-8cm2.s− 1. 

• The interaction energy between H2O-sand mixture and rock sub
strate decreased to –32.38 eV value by GNS adding to pristine 
mixture. By this evolution occur, more sand particles can be departed 
from the rock matrix.  

• The maximum ratio of radial distribution function decreased to 
10.18 and occurred in 4.84 Å by GNS ratio setting to 2.5%. This 
parameter outputs predicted high efficiency of hydraulic fracturing 
process in the presence of 2.5% GNS structure.  

• The density of trapped sand particles decreased to 0.214 atom/Å3 

using GNS with optimum ratio. 
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Fig. 12. The COM distance of matrix and sand particles in terms of simulation time.  

Table 5 
The number of trapped sand particles according to GNS ratio after 2.5 
ns.  

GNS ratio (%) Number of Trapped Particles 

1 20 
2.5 14 
5 18 
10 19  

Table 6 
The number of trapped sand particles in the rock matrix in armchair GNS atomic 
ratio after 2.5 ns.  

GNS ratio (%) COM Distance(Å) Volume(Å3) 

1  6.55 530 
2.5  7.54 412 
5  8.71 324 
10  10.24 278  
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Table 7 
Diffusion coefficient of H2O-sand system as a function of GNS ratio.  

GNS ratio (%) Diffusion Coefficient (10-8cm2.s− 1) 

1  33.41 
2.5  38.79 
5  43.07 
10  45.52  

Table 8 
The interaction energy between rock substrate and H2O-sand mixture as a 
function of armchair GNS ratio.  

GNS Ratio (%) Interaction Energy(eV) 

Simple Term Angle Term 

1  − 57.32  − 11.29 
2.5  − 42.89  − 10.55 
5  − 31.20  − 8.37 
10  − 25.37  − 7.01  

Table 9 
The value /position of maximum ratio of radial distribution function in modeled 
sand particles and density of trapped sands as a function of armchair GNS ratio 
after 2.5 ns.  

GNS ratio (%) g(r) Distance(Å3) Density(atom/Å3) 

1  12.56  3.59  0.361 
2.5  10.18  4.84  0.214 
5  10.33  4.52  0.225 
10  10.91  4.38  0.261  
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